
Editorial
Measuring ‘Risk’ in Occupational Health Studies:  

Standard Methods and Some Alternatives for Epidemiological Research

Understanding the potential relationship between a 
workplace exposure and whether an employee subse-
quently contracts a disease represents one of the time-
honoured cornerstones of occupational health research. 
Establishing whether a statistically significant relationship 
actually exists between these variables, and then quan-
tifying it in terms of ‘risk’, has long been the domain of 
occupational epidemiology1). As human understanding of 
biological processes progressed throughout the 19th and 
20th Centuries, clinicians and practitioners were increas-
ingly able to draw intuitive links from anecdotal reports 
and individual case studies, thereby leading to disease 
causation hypotheses and research studies to investigate 
them2).

For many years the accepted scientific paradigm has de-
manded that any proposed links between variables under 
study be mathematically validated via the use of appropri-
ate statistical techniques. To reduce the chance element 
in scientific research it became necessary to calculate the 
probability of an outcome occurring due to the experiment, 
versus the likelihood of it occurring due to chance alone. 
As a result, most contemporary statistical techniques are 
based on early studies of games of chance3), including two 
of the most well-known examples: Pearson’s chi-squared 
test and Fisher’s exact-test. By the mid 20th Century, the 
general understanding of statistics, medicine and clinical 
experimental design had all progressed to a point where 
simple chi-squared tests were no longer being seen as ad-
equate for determining ‘risk’ in scientific research. A more 
reliable method was also being sought in the discipline of 
occupational health, or industrial hygiene as it was often 
called at the time, so that the ‘risk’ to an individual worker 
exposed to various substances could be calculated and ap-
propriate protective measures determined4).

Although it did not originate in the field of occupational 
health, the development of an Odds Ratio (OR) calculation 
as we know it today began to appear in clinical medicine 
during the mid 20th Century. Indeed, the original method is 
now so widely used that most published studies no longer 
reference the original source5). Credit for its discovery 

is generally given to Jerome Cornfield (1912–1979) − a 
pioneering American biostatistician, who in 1951 dem-
onstrated that an OR calculated from data in case-control 
studies could be used to estimate the ‘relative risk’ of 
developing a disease5). His exposition of the now-famous 
Cornfield’s Odds Ratio was part of a study that investi-
gated links between smoking and lung cancer and reported 
the categories as ‘relative risk’6). In 1956 Cornfield further 
demonstrated how to calculate confidence limits of the 
relative risk from Fisher’s exact-test − although it is worth 
noting that Fisher never actually used the term ‘odds 
ratio’, and had instead referred to it as a ‘cross-product 
ratio’.

Most contemporary studies which report ORs still use 
the basic measure proposed by Cornfield in the 1950s. 
While this calculation remains one of the most influential 
and simple techniques to quantify the association between 
sets of categories, few realise that it is only one of a 
number of different methods that may be appropriate for 
estimating ‘risk’ in epidemiological research. In occupa-
tional health studies, the concept of ‘risk’ with respect to a 
particular exposure has always been a fundamental one7), 
and not surprisingly therefore, relative risks estimated by 
the OR have now become a de facto standard for ‘hazard’ 
in many research fields8). This is probably because the OR 
calculation exhibits convenient mathematical properties9), 
especially in the interpretation of case-control studies10); 
and can provide (given certain conditions) a reasonable 
approximation of the relative risk11). The increasingly 
widespread use of logistic regression in modern research 
has also helped further popularise the method12). With a 
plethora of studies now using the OR, it is timely to reflect 
on some other statistical techniques that may be consid-
ered, and why they may be preferable to the ‘standard’ 
(Cornfield’s) OR.

The first of these, Haldane’s Odds Ratio, is named after 
John Burdon Sanderson Haldane (1892–1964), a world 
renowned geneticist and biologist13), who devised it while 
working at University College, London during the 1950s. 
During a study of stomach cancer Haldane had calculated 
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a positive OR, although what concerned him was the 
possibility of obtaining a zero cell value when selecting 
another random sample from the same population. This 
meant that, if at least one of the off-diagonal cell values 
were zero, the OR could not be defined (as opposed to its 
value being zero or infinite). To overcome the problem, 
Haldane suggested adding 0.5 to each cell value in the 2 
× 2 table before calculating the OR using the Cornfield 
technique. With mathematical rigor, he further demon-
strated that doing so also reduced some intrinsic biases of 
the original OR, especially when the cell numbers were 
very small in magnitude. His approach was endorsed early 
on14), with more contemporary authors also finding that 
the addition of a reasonably small positive constant to 
each cell value still has its merits15).

A second alternative adaptation of Cornfield’s OR was 
proposed by Nicholas P. Jewell in 198616), which involved 
adding a value of 1 to the off-diagonal elements of the 2 
× 2 table. By doing so, it was demonstrated that Jewell’s 
Odds Ratio (similar to Haldane’s OR) provided a more 
appropriate point estimate of the population OR than did 
Cornfield’s OR. Amending Cornfield’s OR in the manner 
suggested by Jewell leads to a reduced estimate of the 
population OR, which in turn, helps address the bias is-
sue. Despite this fact, caution still needs to be taken when 
using the calculation as, unlike Cornfield’s and Haldane’s 
OR, Jewell’s OR is not impervious to changes in the order 
of the row and column categories. Nonetheless, a detailed 
study published in 1991 compared all three OR choices, 
with the authors reporting that Jewell’s OR has the small-
est bias for analysing the association between rows and 
columns in a 2 × 2 table17).

Analysis and improvement of the statistical calculations 
used in occupational epidemiology have continued since 
the pioneering works of Cornfield, Haldane and Jewell. 
Frequency of the outcome under study, for example, 
has long been a major consideration in epidemiologi-
cal research. This is mainly because the more frequent 
the outcome, the less accurate an OR calculation is at 
estimating the risk ratio in a cohort study or clinical trial. 
To help adjust for this phenomenon, in 1998 Zhang and 
Yu11) proposed a method of correcting the OR of cohort 
studies with common outcomes. Most recently, Tran and 
colleagues18) have further explored a new statistical ap-
proach called the Aggregate Association Index (AAI) for 
undertaking risk calculations in occupational epidemiol-
ogy − especially in studies where the 2 × 2 tables contain 
missing values.

Regardless of which method one chooses to employ, 

it can be seen that the development and subsequent use 
of ORs has become a fundamental aspect of modern 
epidemiological research. The impact of OR calcula-
tions to represent ‘risk’ are especially evident within 
occupational health research, as a convenient and easily 
understandable method for reporting and describing 
workplace hazards to researchers, legislators and work-
ers themselves. These factors represent, perhaps, some 
of the most important issues to consider when choosing a 
method for the statistical analysis of research findings in 
modern epidemiology.
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